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Designing interfaces in energy materials applications with first-
principles calculations
Keith T. Butler 1, Gopalakrishnan Sai Gautam 2 and Pieremanuele Canepa 3

Materials for energy-related applications, which are crucial for a sustainable energy economy, rely on combining materials that form
complex heterogenous interfaces. Simultaneously, progress in computational materials science in describing complex interfaces is
critical for improving the understanding and performance of energy materials. Hence, we present an in-depth review of the
physical quantities regulating interfaces in batteries, photovoltaics, and photocatalysts, that are accessible from modern electronic
structure methods, with a focus on density functional theory calculations. For each energy application, we highlight unique
approaches that have been developed to calculate interfacial properties and explore the possibility of applying some of these
approaches across disciplines, leading to a unified overview of interface design. Finally, we identify a set of challenges for further
improving the theoretical description of interfaces in energy devices.
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INTRODUCTION
In 2000, during his noble prize lecture Prof. Herbert Kroemer
stated “The interface is the device”.1 He was referring to the
phenomenal success in design and application of semiconductor
heterojunction devices in microelectronics. Arguably, Kroemer’s
statement has an ever increasing relevance across a range of
technologies far beyond transistors, where heterojunctions found
their initial success. As electronic devices move towards smaller
scales, the interface area, as a proportion of the device, increases,
growing the importance of interfaces. Moreover, researchers are
increasingly finding that interfaces between materials represent a
rich space for the exploration of exotic properties that are not
present in bulk materials, such as two-dimensional electron gases
(or liquids) and quantum topological states. It is clear that the
importance of the interface can only grow with the evolution of
modern technological applications.
The fields of energy conversion and storage are no exception to

this general principle. Interfaces are important both as sites of
device operation, for example splitting charges in solar cells,2 or
catalytic activity in photo/electrocatalysts3 and equally as impor-
tant considerations in terms of the mechanical stability and
lifetime of systems. While ab initio, or first-principles, methods are
becoming an increasingly routine tool for designing and screening
bulk properties of materials in both batteries and solar cells, the
methods for modelling interfaces in these systems quickly and
reliably are considerably less developed. However, the general
field of theoretical surface science has thrived significantly in the
last few decades, via close collaborations with experimental
investigations, which have yielded an “atomic” resolution of
relevant properties.4

In this review article we start by considering what useful and
important interfacial properties are accessible from modern
electronic structure methods, particularly density functional
theory (DFT). Having provided the background to calculating

these important properties, we consider how they serve as
parameters for understanding and predicting the performance of
battery, photovoltaic (PV), and photocatalytic (PC) devices. We
survey the state-of-the-art in the use of DFT in the aforementioned
applications.
We find that these fields have developed sophisticated frame-

works to a number of different problems, while sharing only a few
approaches. We consider what the fields can learn from one
another and lay out the challenges that need to be addressed for
the future of predictive interface modelling in energy materials.
We reiterate Kromer’s original message and assert that the future
of the device is the interface.

THEORY
In this section we introduce the important properties for interface
design, which are are accessible from first-principles calculations.
We have separated the properties of interest into two broad
categories—thermodynamic and electron energies.
Theoretical predictions, particularly using DFT calculations,

depend significantly on the functional used to describe the
electronic exchange-correlation (XC) interactions. For example,
thermodynamic properties, such as electrochemical voltages and
stability windows, and surface energies are described accurately5

either with a generalised gradient approximation (GGA) func-
tional6 or a GGA corrected by a Hubbard U term7 (i.e., GGA+ U).
On the other hand, electronic properties, particularly band gap
and band alignment, typically require post-DFT8,9 level of theory,
such as hybrid functionals,10,11 including a portion of exact
exchange, or the GW approximation.12 Additionally, the predicted
adsorption properties of liquids on materials (see the following
section) depend appreciably on the type of description of van der
Waals (vdW) interactions within DFT.13,14 Detailing the precise
parameters required for accurate thermodynamic, electronic or
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adsorption property prediction is beyond the scope of this review,
and the reader is referred to other work on this topic.15

Thermodynamic properties
Thermodynamic (meta-)stability provides the most fundamental
criterion for predicting the applicability of a system. With this in
mind, we begin by considering the thermodynamics of interface
and surface formation. The process to create a surface from the
bulk is represented schematically on the left hand side of Fig. 1.
The surface free energy γsurface in (J m−2) defines the penalty to

cleave the chemical bonds of a bulk material to form a surface at a
particular Miller index identified by its h, k, l plane.

γsurface ¼
1
2A

Gsurface � Gbulk �
Xspecies

i

Δniμi

" #
: (1)

where A is the surface area (in m2) and Gbulk is Gibbs energy of the
reference bulk material. In practice, the surface is modelled by a
slab model consisting of a periodic 2D “film” formed by a few
atomic layers parallel to the hkl crystalline plane of interest.
Therefore, Gsurface of Eq. (1) is the Gibbs energy of the slab and has
to be converged with the thickness of the slab along the non-
periodic direction, z. Gsurface and Gbulk are generally approximated
by the respective computed internal energies (i.e., the total
energies provided by DFT—Esurface and Ebulk), thus neglecting
entropic effects (configurational and vibrational), the pV term and
the zero-point energy.
In the case of off-stoichiometric surfaces—surfaces whose

stoichiometry is not commensurate with the bulk—the final
surface energy depends on the environment set by the chemical
potential μi for species i and amounting to an off-stoichiometry of
Δni. Δni is negative (positive) if species i is removed (added) to the
surface. The selection of appropriate references μi is crucial to
identify regions of the chemical space where specific surface
terminations dominate over others, in turn impacting the particle
morphologies of solids (see discussion below).16,17

Although γsurface is sensitive to the thickness of the slab used in
calculations, Sun and Ceder18 demonstrated that γsurface converges
much faster to accurate values and minimal thickness is required
(thus reducing the computational resources) if the reference bulk
is oriented with the Miller index h, k, l direction of the desired
surface. Another approach to reduce the number of layers
required to calculate accurate γsurface is to saturate the dangling
bonds with pseudo-hydrogens containing fractional core and
electronic charges,19 especially on surfaces that are not charge-
neutral,20 as recently demonstrated on materials for PV
applications.21

The surface energies of a number of Miller index planes can be
combined to predict equilibrium particle morphologies and aspect

ratios. This is achieved by implementing the Wulff construction,
which minimises the surface energy for a given enclosed volume.
Using the Wulff construction one can study the equilibrium shape
of particles of arbitrary sizes, as demonstrated for TiO2 by Barnard
and Curtiss,22 and analogous studies of several minerals23,24 and
energy materials.17,25 Recently, Ong and co-workers, in collabora-
tion with the Materials Project,26 categorised the equilibrium
morphologies of more than 72 elements in the periodic table
using DFT calculations. However, the Wulff construction does not
account for contributions from lines (or edges) that join two
distinct surfaces (i.e., line energies), and can predict particle
morphologies that considerably deviate from shapes observed
experimentally.22

The characterisation of surfaces and their surface energies is
crucial to build heterogenous interfaces between materials, such
as heterogenous semiconductor,27 metal//ceramic,28 and thin-film
interfaces, all of which are relevant for energy applications. The
energy penalty to separate two materials forming a heteroge-
neous solid//solid interface or a grain boundary in the same
material is defined as:

Einterface ¼ Vparticle�A þ Vparticle�B
� � � εstrain þþAinterfaceγinterface:

(2)

Ainterface is the interface area, γinterface is the interface energy per
unit area (see Eq. (3)), Vparticle is the volume of each particle, and
εstrain is the volume-averaged strain energy. The interfacial
contribution scales with the area shared at the interface Ainterface,
whereas the strain contribution scales with the volume of each
particle. As a result, the interfacial energy will dominate at small
particle sizes, while the strain energy contribution will prevail at
large particle sizes.
γinterface (in J m−2) describes the energetics of the interaction

between two materials A and B to form an A//B interface.

γinterface ¼ lim
N!1

GinterfaceðNÞ � NAGbulk;A � NBGbulk;B

2Ainterface
: (3)

Ginterface, Gbulk,A and Gbulk,B are the free energies (approximated as
the total energies in DFT calculations) of the interface system, bulk
A and bulk B, respectively. Ni is the number of formula units of i in
the interface system. Similar to surface energies (see Eq. (1)),
γinterface is converged within a finite number of formula units in
typical calculations, with the main constraint arising from the
computational cost of first-principles calculations. An off-
stoichiometric interface can be mathematically treated similar to
an off-stoichiometric surface by accounting for chemical poten-
tials of added (removed) species (Eq. (1)).
In contrast to γsurface, which is always positive, γinterface can

assume positive or negative values, signifying that a A//B
heterogeneous interface may be thermodynamically more stable
than the respective bulks in isolation. Particularly, γinterface is
defined by the chemical bonding between the materials forming
the interface, thus controlling the adhesion properties.
Another physical quantity of interest is the adsorption energy of

a chemical species (ΔGAds) onto a solid surface, which is given in
Eq. (4).

ΔGAds ¼ GSurfþAds � GSurf � nμAds: (4)

where GSurf+Ads and GSurf are the free energies of the species
formed by the solid surface and the adsorbing species in the solid
state, and the surface in the solid state, respectively. μAds is the
chemical potential of the n-species adsorbed.
Computing meaningful adsorption energies requires an ade-

quate choice of the thermodynamic reference for μAds. The value
of μAds varies significantly depending on the environment, such as
liquid or gas. While μAds(v, 0K) in vapour can be easily
approximated by the DFT total energy (or computed enthalpy),3

determining an accurate reference for liquid species is not trivial.

Fig. 1 Important interface properties. Left: the thermodynamic
properties that can be calculated from first-principles. Right: the
electron energy properties that can be calculated from first-
principles
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One empirical strategy to reference the adsorbate to the liquid
state is to subtract the experimental heat of vaporisation ΔHvap,
when available, to the gas reference as in Eq. (5).29,30

μAdsðl; T ; PÞ ¼ μAdsðv; 0KÞ � ΔHvapð0KÞ � TSðlÞ: (5)

where S(l) is the tabulated experimental value of entropy of the
adsorbate in the liquid state. A similarly effective empirical
correction has been implemented to define μAds(l, T, P) from a
computed reference.31,32 The model uses the experimental
fugacity f at the saturated gas pressure of the liquid adsorbate
at a given T. Note that the liquid and vapour phases of the
adsorbate are in equilibrium at the saturated vapour pressure, i.e.,
μl= μv. Hence, μAds(l, T, P) can be defined as:

μAdsðl; T ; PÞ ¼ μAdsðv; 0KÞ þ ΔHðvÞð0 ! TÞþ
�TSðv; TÞ þ RT lnf ðTÞ: (6)

Notably, μAds(l, T, P) in Eq. (5) is identical to Eq. (6) given that μ is a
thermodynamic state function. Hence, both the aforementioned
approaches use the same experimental thermodynamic data and
should yield identical results. However, the common limitation of
using either Eqs. (5) or (6) is the need of a priori experimental data
(i.e., ΔHvap(T) or f(T)), which may not be available for all substances
of interest. A brief survey of the NIST tables suggests that
experimental ΔHvap is more readily available than f(T), across
different chemistries.
For liquid phase adsorbate reactions involving a proton transfer,

especially relevant in catalytic processes, Nørskov and co-
workers31,32 formulated a thermodynamic scheme called the
“computational hydrogen electrode” (CHE) to obtain the liquid
phase reference from a computed gas-phase of H2(g). The CHE is
based on the reversible hydrogen electrode (RHE) reaction:

Hþ þ e� $ 0:5H2ðgÞ (7)

whose potential is set to 0 V. Following Eq. (7), the chemical
potential of the pair, μ(H+)+ μ(e−), is equal to 0:5μH2ðgÞ . An
estimate of μH2ðgÞð0KÞ is derived from DFT calculations in
combination with appropriate enthalpic and entropic corrections
(obtained either from advanced theoretical calculations or
experiments). Subsequently, μ(H+)+ μ(e−) can be shifted to the
desired potential by applying the Nernst’s equation ΔG=−zFV
(see later Eq. (10)), where V is the applied bias. A pH correction to
Eq. (7) is not required since CHE is set at 0 V at all pHs. The CHE
method has been successfully applied to a number of studies in
electrocatalysis.31,32 With suitable modifications, the CHE method
can be extended to other solvated ion-electron pairs (see
discussion in the section ‘Challenges and opportunities').

Electron energies
In this section, we consider the important electron energy levels
used to predict and design materials for energy applications, as
depicted in the right panel of Fig. 1 for a typical semiconductor.33

These physical quantities define which way charges will flow, how
much energy will be lost by carriers (electrons and holes) and
what electrical bias is required for operation across materials
interfaces. Pedagogical discussions of these quantities are
addressed by Peressi et al.34 and works from Kahn and Bredas.35

Vacuum level (Evac): The potential experienced by an electron ‘a
few nanometres’ outside the material surface, and should be
differentiated from the vacuum level at infinite distance from a
materials surface, Evac(∞). Valence band maximum (VBM): The
value of the highest occupied eigenvalue, when referenced
against Evac gives the ionisation potential (IP). Conduction band
minimum (CBM): The value of the lowest unoccupied eigenvalue,
when referenced against Evac gives the electron affinity (EA). Band
offset: The difference in VBM or CBM in two materials forming a
junction. Dipole (Ds): The difference in potential far from the
interface, either between two materials or material and vacuum;

illustrated in Fig. 1. In electrochemistry, this is known as the
Galvani potential. Fermi level (EF): the electrochemical potential of
electrons (set by the Fermi Energy) in the system; EF depends on
carrier concentrations. Workfunction (Φ), EF referenced to Evac.
The lineup of bands in materials and (un)occupied electron

energy levels in liquids and gases is one of enormous importance
in semiconductor heterojunction devices.36–39 For gas molecules
the calculation of the electron energies is relatively straightfor-
ward. Calculating the electronic structure of a molecule in gas
phase provides an inherent reference potential and the electron
eigenvalues are on an absolute scale. In solids the situation is
more complex, as the absolute value of the potential has no
meaning in a periodic lattice.15 Thus, it is necessary to introduce a
reference potential.40 There have been several attempts to
introduce reference potentials, such as model solid theory and
the hydrogen defect level.41,42

Anderson’s rule43 states that when two semiconductors are
brought into contact, their vacuum levels must coincide at the
interface. By linking this to the definitions of IP and EA, Anderson’s
rule provides an intuitive route to estimating the offsets of the
valence and conduction bands of materials. Since IP= Evac− VBM,
we can write the valence band offset (VBO) between the two
materials as VBO= IPA− IPB. Similar arguments give the conduc-
tion band offset, CBO= EAA− EAB. Estimating band offsets via
Anderson’s rule is similar to that of the Mott and Schottky
procedure to determine energy level alignments at metal-
semiconductor interfaces, where the offset is ΔE= EA−Φ, with
Φ being the workfunction of the metal. When a junction is formed
between two semiconductors the Fermi levels align through
charge transfer, this results in a bending of bands and vacuum
levels in the region of the interface, the space-charge region.44

The bending of bands and vacuum levels means that while the
vacuum level aligns at the interface, they can be quite different on
different sides of the junction far from the interface, this difference
is referred to built-in potential. Often there are additional
electronic states at a surface or interface, filling or emptying of
these states can result in microscopic dipoles, that cause
deviations from Anderson’s rule predicted offsets.44 The deviation
of an interface band offset from the Anderson’s rule predicted
offset has been characterised in terms of a density of induced
states.45 Similar deviations can be induced via a mismatch in
lattice parameters of materials (see Eq. (2)) that form an interface,
typically quantified by a “deformation potential.”41,46

The theoretical band alignment approach most closely related
to experimental measurements is the slab model approach,47,48

where the electrostatic potential in the vacuum (Evac, see Fig. 2)
provides the reference. Thus, the IP can be calculated as

IP ¼ Evac � VBMs: (8)

where VBMs is the VBM of the slab. Generally, slab models
introduce surface states from dangling bonds, which means that

Fig. 2 Important electron potentials for calculating band offsets.
The planar and macroscopic averages of the Hartree potential
derived from a DFT slab calculation are plotted in blue and orange.
The surface dipole (Ds) and vacuum potential (Evac) are indicated
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the IP from a single slab calculation does not represent the IP to
remove an electron from the bulk of the material. However,
dangling bonds are an artefact of slab models that only consider
ideal surface cuts. Typically, surfaces undergo reconstructions to
avoid surface electronic states (there are exceptions),20 and satisfy
the “electron counting rules”49 as a result. Nevertheless, the effect
of dangling bonds can be removed by using the VBM of the bulk,
VBMb. The IP is then

IP ¼ Ds � VBMb: (9)

where Ds is the surface dipole of the slab calculation (see Fig. 2).
To obtain the potential in the bulk we need to account for the
effect of the oscillating potential—this is achieved by calculating
the macroscopic average of the potential, as seen in Fig. 2. The
macroscopic average is commonly defined as the running average
over the repeating lattice unit normal to the surface.34

The branch point energy EBP is another approach used to align
bands across bulk semiconductors. EBP is defined as a level at
which defect states in the band gap change from donor-like to
acceptor-like states and is said to be universal across semicondu-
tors.45,50 The most popular EBP procedure is to calculate the band
gap centre (BGC),51 which is the average of the VBM and CBM
across the Brillouin zone. The primary advantage of calculating the
BGC is its insensitivity to the choice of exchange-correlation
functional in the DFT framework,51 which allows the use of
computationally inexpensive calculations. However, the BGC
approach is sensitive to the choice of computational
parameters.52,53

The natural band alignment approach starts by first calculating
explicitly the heterojuctions of a series of semiconductors and the
band offsets are inherently obtained. By assuming transitivity of
offsets, e.g., Δ(A/C)= Δ(A/B)+ Δ(B/C), one derives offsets for a
wide range of materials.54,55 The strength of this approach is that
the methodology is closely linked to spectroscopic approaches for
band alignment, and thus provides a strong link to experimental
studies. A drawback of the natural band alignment is the
assumption of transitivity, which is only reasonable between
materials of similar structure and chemistry. Natural band
alignment has found success within families of materials, e.g.,
III–V, II–IV, and chalcopyrite semiconductors, and recently, hybrid
halide perovskites.56

The presence of impurities at a surface can lead to a change in
the electron energies of materials. Addition of thin layers at the
surface, either self-assembled monolayers of molecules or films of
hetero-structure crystals have been shown to be a promising
route to tuning IPs and EAs for particular applications57,58 (see
section ‘Interfaces in photovoltaics’).

In the case of a semiconductor-liquid (or a semiconductor-
metal) interface, the band alignment at the surface differs
significantly from the bulk, due to band bending (depicted in
the PC cell in Fig. 2). This has been attributed to the difference in
Ds at the semiconductor-liquid interface compared to
semiconductor–vacuum and liquid–vacuum interfaces.59 In the
case of photocatalysts that aim at splitting water, band bending
can enable (or disable) the catalytic activity of a semiconductor60

(see section ‘Interfaces in photocatalysts’).

ENERGY APPLICATIONS
Interfaces in batteries
This section describes the properties regulating interfaces (and
interphases) in battery devices that can be accessed via
computational materials science methods.
In rechargeable batteries, such as Li-ion cells, the active species

(Li) is reversibly intercalated between the low potential anode—
the negative electrode that undergoes oxidation—and the high
potential cathode—the positive electrode that undergoes reduc-
tion, across a liquid/solid/polymer electrolyte medium during
successive discharging and charging cycles. Thus, the potential
difference, also known as the open circuit voltage (VOC), between
the cathode and the anode drives the battery discharge, and is
defined by Nernst’s equation (below).

VOC ¼ � ΔG
xzF

¼ � μcathodeLi ðxÞ � μanodeLi

xzF
(10)

where ΔG is the free energy gain driving the battery discharge of x
active species (Li) atoms. μLi is the chemical potential of Li (or the
equivalent active species), F is the Faraday constant, and z is the
charge of the active specie (=1 for Li). Equation (10) illustrates that
the VOC is directly proportional to the chemical potential of the
active species. Thus, electrodes can be ranked according to their
potentials relative to the standard reduction potential (SRP) of the
active species (e.g., Li/Li+ ~−3.04 V vs. SHE), and a combination of
a high potential cathode with a low potential anode can store
significantly more energy than the vice-versa.61 Often, in batteries’
research the terms “potential” and “voltage” are used inter-
changeably (e.g., a high-voltage (potential) cathode assembled
with a low voltage (potential) anode), since the electrode
potentials are always referenced to the SRP (or another suitable
electrode) for all practical measurements and the numbers
reported in studies are, actually, voltages.
First-principles calculations, especially DFT, utilising the con-

cepts exposed in Eqs. (10) and (1) have been applied system-
atically to calculate the bulk intercalation VOC of electrode

Fig. 3 Comparison of battery (left), PV (centre) and PC (right) devices. Left shows a schematic of a battery, the open circuit voltage (VOC) across
the cell (Vcat→ Van) is depicted by a solid black line, this determines the chemical potential of the moving species (e.g., μLi), materials interfaces
are formed at the electrode//electrolyte interfaces. The anodic (against the cathode) and cathodic (against the anode) potentials of the
electrolyte VAc and VCv are also shown. Centre shows a typical p–n solar cell, the solid black lines show the valence and conduction band
edges, which track the voltage across the cell, offsets between valence and conduction bands (ΔEv and ΔEc) and Schottky barrier (Φ) are
shown. Right indicates a PC cell, with the valence and conduction band edges displaying the bending behaviour at the bulk semiconductor//
electrolyte interface. The conduction (valence) band edge at the interface has to be above (below) the H2 (O2) evolution potentials for
spontaneous water-splitting to occur upon photoexcitation of electrons and holes
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combinations,25,30,61 the particle morphologies of electrode
materials,25 and solid electrolytes,17 and understand the
electrode–electrolyte interactions to form interphases.62,63 Speci-
fically in electrolytes, the maximum oxidising (against the
cathode) and the minimum reducing (against the anode)
potentials define the “voltage window” of the electrolyte, as
shown in Fig. 3.
Electrolytes are inherently “stable” against battery electrodes if

their voltage windows span across the potentials of the anode and
the cathode. As an example, if the anode in a Li-ion battery is
assumed to be Li-metal and the cathode LiCoO2, the average
voltage of operation is ~3.2 V vs. Li+/Li, which is equivalent to a
ΔμLi of ~3.2 eV or ~308.8 kJ mol−1. Hence, an electrolyte will be
stable against both Li-metal and LiCoO2 if its voltage window
spans at least 0–3.2 V. However, an energy scale of ~3.2 eV is
normally sufficient to drive chemical reactions and most electro-
lytes, as a result, are unstable against both electrodes. Addition-
ally, there is an abrupt change of the chemical potential at the
interface between electrolyte and electrodes (Fig. 3) that needs to
be accommodated by the electrolyte. Therefore, most electrolytes
display a thermodynamic driving force towards decomposition,
and the resulting new phases form the solid-electrolyte-interphase
(SEI) along the electrode//electrolyte interface in batteries.
If the thermodynamic decomposition of the electrolyte is not

kinetically limited, three situations are likely to occur:64,65 (i)
Formation of new phases blocking electrons and transparent to
the migration of the active ion (e.g., Li+), which is ideal as the new
interphase “protects” the electrolyte from further decomposition.
(ii) A mixed-conduction interphase, where new phases can
transport both electrons and the active ion are formed. Mixed-
conducting interphases are undesired; they consume the active
ions in the electrolyte, contributing to the phenomenon of cell
self-discharge, and eventual cell failure. (iii) A non-conducting
interface that blocks both electrons and ions (e.g., MgO formation
in Mg batteries66), which “passivates” the electrode surface
causing electrochemical reactions in the battery to stop.
The magnitude of the electrolyte stability windows can be used

to inform whether an electrolyte will decompose at the potential
of the electrodes. To a first approximation, decomposition requires
that the highest occupied molecular orbital (HOMO) of the liquid
electrolyte is lower than the CBM of the cathode, and/or the
lowest unoccupied molecular orbital (LUMO) of the electrolyte is
higher than the VBM (or Fermi energy for a metal) of the anode.
A method has been proposed to chart the stability windows of a

number of liquid electrolytes via Eq. (11),67 where VCv, VAv are the
cathodic and the anodic potentials, and VCv− VAv is the electrolyte
stability window (ΔV).

ΔV � VCv � VAv ¼ � εLUMO

e�
� εHOMO

e�
: (11)

The authors suggest a computationally viable but accurate
approximation of both the HOMO and LUMO levels (ε) via the
Δ-SCF method,15 which derives ε as the difference between the
computed total energy of an ion and the same ion with an
electron added (LUMO) or removed (HOMO). The authors also
considered the effect of a solvent in theoretically determining VAv,
and VCv, and found the use of explicit solvent molecules to
significantly improve the agreement with experiments.67 Further-
more, the vacuum electron potential (Fig. 2) was used to rescale
VCv and VAv to a common reference, e.g., Li-metal.

First-principles calculations of electrode//liquid electrolytes. The
decomposition of liquid electrolytes can result in the formation of
several intermediate products, requiring extensive computations
or experiments to characterise accurately. For example, the exact
composition of the SEI that forms due to the decomposition of
LiPF6 in carbonates at the reducing potentials of the Li-graphite
anode in Li-ion batteries has been debated for the past 20 years.68

Recently, theoretical advancements have been made in the
description of the SEI69 via extensive ab initio molecular dynamics
(AIMD) simulations of liquid carbonates in the presence of a
graphite surface. For example, Leung et al.69 identified the
preliminary stages of electrolyte decomposition, providing a
useful fingerprint to interpret spectroscopy experiments. Suo
et al.70 studied the SEI combining a number of experimental
techniques with ab initio calculations of the solid//liquid interface
to estimate the electronic tunnelling barriers and the thickness of
the SEI. Additionally, a combination of static adsorption calcula-
tions (see Eq. (4)) and AIMD simulations of the liquid electrolyte//
solid anode interface was recently used to study the initial stages
of Mg deposition/stripping in Mg batteries.29

The primary challenge in describing solid//liquid interfaces in
batteries is the accurate treatment of an electrified surface by
introducing an appropriate potential at the electrode, which
mimics the formation of a polarized double layer (discussed later
in the context of polarisation).71,72 Also, ab initio methods can only
access the initial stages of electrolyte decomposition in Li-ion
batteries since they cannot capture the length and time scales
relevant to the mesoscopic nature of the SEI. Nevertheless, the
ongoing development of reliable many-body potentials derived
from first-principles data, especially via machine-learning strate-
gies,73,74 may mitigate this constraint soon.

Mapping electrolyte decomposition of solid electrolytes. A solid
electrolyte (SE), which exhibits significant ionic conductivity similar
to liquid electrolytes, can also form decomposition products upon
contact with the electrodes. Notably, Zhu et al.64 and Richards
et al.65 developed a methodology based on first-principles DFT
calculations to evaluate the grand-potential (Φ[c, μLi], see Eq. (12))
and chart the stability windows of SEs for Li-batteries, while Aykol
et al. developed a similar approach to identify new coating
materials to protect high-voltage cathodes.75 Specifically, Φ can be
written as:

Φ½c; μLi� ¼ G½c� � nLi½c�μLi: (12)

where G[c] is the Gibbs energy for a given Li-containing phase, c.
nLi and μLi are the number of Li atoms in c and the Li chemical
potential, respectively. A phase c can be thermodynamically stable
across a range of Φ, i.e., across a range of μLi, which in turn is
equivalent to a range of potentials via Eq. (10), or the stability
window of the SE (ΔV, see Eq. (11)). Analogous to liquid
electrolytes, the SE will form other thermodynamically stable
phases beyond its stability window, which can be compared
directly with (or provide guidance to) experimental observa-
tions.76,77 For example, Fig. 4 shows the computed stability

Fig. 4 Electrolyte stability window, voltage profile, and phase
equilibria of Li10GeP2S12 upon Li-insertion and extraction. The new
thermodynamically stable phases formed outside the stability
windows of Li10GeP2S12 are shown. Reprinted with permission from
ref. 77. Copyright 2016 Wiley-VCH

K.T. Butler et al.

5

Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences npj Computational Materials (2019)    19 



window (~1.71–2.14 V) of Li10GeP2S12 (LGPS), as well as other
secondary phases (e.g., Li3P, Li2S and Li-Ge inter-metallics) that can
form as a result of LGPS decomposition.77 The primary drawback
in the thermodynamic approach of Eq. (12) is that it neglects
interphases that can be stabilised by kinetic effects.78

Recently, Tang et al.79 employed AIMD simulations to assess the
existence of kinetically stabilised interphases by creating an
explicit heterogenous SE//electrode interface, following Eq. (3),
and minimising the lattice mismatch (see the section ‘Electron
energies') of the SE and the electrode surfaces upon their
alignment. Subsequently, the authors performed short AIMD
simulations and matched the radial distribution functions (RDF) of
various atomic pairs against the RDFs of decomposition com-
pounds predicted to form via the formalism of Eq. (12). Through a
process of matching and elimination the authors were able to
identify specific interphases that may be more kinetically
stabilised than others. Although promising, a major challenge
with AIMD simulations of solid//solid interfaces is the limited time
propagation, analogous to solid//liquid interfaces.

Polarisation of interfaces. In circumstances where interphases (if
any) between electrode materials and the electrolyte are stable,
polarisation effects at the interface should be taken into
account.63,80 Polarisation typically causes a sharp potential
variation at the interface, as shown in the left panel of Fig. 3.
For liquid electrolytes, the potential drop and the formation of
double layer at each electrode is driven by the simultaneous
alignment of the dipoles of solvent molecules (e.g., carbonates) at
the electrode surfaces and the concentration of the ionic species
in the electrolyte. In the case of SEs, the double layer is formed by
a concentration gradient of the mobile active species (e.g., Li+ and
Li-vacancies) since the anion framework (and other cations, if any)
remains “frozen”. The width of the double layer, in both liquid and

solid electrolytes, is determined by the corresponding dielectric
constants.
Using DFT, Haruyama et al. were the first to attempt the

description of the space-charge layer of various oxide cathode//
sulphide SE interfaces in Li-systems.63 However, the authors
entirely neglected the occurrence of electrochemical reactions
driving the formation of new phases at the cathode//SE inter-
face,64,65 which clearly dominate interfacial reactions over
polarisation. Stegmaier et al.81 adapted some of the concepts
used to describe semiconductor interfaces to address the
polarisation of a SE//cathode interface. The authors reported that
significant energies (~1 eV) are required to stabilise the segrega-
tion of Li-vacancies in the interfacial region. In addition, the
authors estimated a significant potential drop (~3 V) across the
interface (see also the following section), which needs further
verification.

Interfaces in photovoltaics
This section describes the properties regulating interfaces in
different PV cells that can be accessed with first-principles
methods. First, we consider the general operating principles of a
solar cell and how interfaces affect efficiency, then look at specific
types of PV technology and the important interfaces therein. Also
note that a number of factors determine the optimal alignment of
energy levels across the interfaces in a functioning solar cells,
which depend on the specific device architecture.

Interface effects on photovoltaic efficiency. The efficiency of an
operational solar cell can be described by an equivalent electrical
circuit, where resistors in series represent the loss of efficiency.
The sources of series resistance are the electrical resistances of the
absorber, contact layers, and the interfaces between those layers.

Fig. 5 The interplay of surface energy (top panel) and electron energy (bottom panel). The equilibrium morphology and band alignments of
SnS for various surface termination of SnS have been calculated88 and highlight the importance of termination for measured IPs/EAs.
Reproduced with permission from Appl. Phys. Lett. 104, 211603 (2014). Copyright 2014 American Institute of Physics
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The resistance from an interface is labelled the contact resistance
(Rc).
Rc depends on a number of properties, including carrier

effective masses and space-charge-region (center panel of Fig.
3) widths. However, the most important factor, which is also the
most readily tractable from first-principles calculations is the
energy barrier to charge flow across the interface.

p–n and p–i–n solar cells. In p−n junction solar cells, the photo-
generated charge is separated at an interface between p- and n-
type semiconductors. In this case we require a band offset at the
interface between the two semiconductors, as depicted in Fig. 3.
Examples of p−n junction solar cells are crystalline Si cells and
thin-film devices, such as CdTe, Cu(In, Ge)Se2 (CIGS) and
Cu2ZnSnS4 (CZTS). In p−i−n solar cells, such as those based on
amorphous Si and hybrid perovskites, the absorber layer is not
heavily doped (i.e., intrinsically doped, i). In this architecture a field
persists across the absorber layer and carriers are separated within
the absorber.
The offset between the absorber and partner layer is critical for

the operation of p (−i)−n type devices. The offset should be such
that electrons have a driving force to move in one direction, while
holes move in the opposite direction. One follows the principle
that electrons will move towards lower potentials (sink) and holes
towards higher potentials (float). In the case of contact layers in a
p−n PV junction, the band alignment should be such that the
extraction of the majority carriers from each layer (i.e., e− from n
and h+ from p) is optimised.
If the absorber layer is p-type, then electrons (the minority

carriers) need to be extracted to the heterojunction partner (and
subsequently to the contact layer) and the CBO is the important
property (see Fig. 3). It has been found that for p-type absorbers
with a small barrier (<0.2 eV) to electron transport into the partner
layer results in the most efficient devices.82 The reason that this
barrier is favourable relates to the peculiar alignment of Fermi
levels to enhance a depletion layer in the absorber near the
interface, which results in a space-charge region that repels holes
limiting the recombination of electrons and holes at the interface.
Although there is a small barrier to transport at the interface the
electrons can still tunnel through.
If the absorber is n-type, holes need to be extracted to the

heterojunction partner. In general, holes have higher effective
masses than electrons and therefore, do not tunnel as readily. As a
result, offsets with no barrier to hole transport are generally
required. Recently, multi-scale approaches have been developed
to model the space-charge region in PV systems,83 with a similar
model adopted in battery research.81

In thin-film solar cells, the combination of X-ray photoemission
spectroscopy (XPS) and electronic structure calculations has
proved to be highly successful in identifying efficiency-limiting
factors.84,85 For example, XPS and theory results have shown that
the architecture of CdTe solar cells with CdS buffer layers is not
appropriate for CuSbS2 or SnS absorber layers, due to poor band
alignment.84,85 Similarly, the important effects of interface
stoichiometry have been demonstrated.86 However, the existence
of different reference values and limited instrument resolution has
often hampered direct comparisons between XPS and DFT data,
with such comparisons requiring a series of tedious and ad hoc
post-processing steps. The free software package, galore,87

addresses this issue by applying systematic corrections to
calculated data for direct comparison with experiments. Another
important consideration is the orientation of interfaces/surfaces
used, see Fig. 5.88,89

In halide perovskite solar cells there has been extensive work on
modelling band alignments which has shown how varying the
halide anion can affect the band matching.56 There have been
many studies of explicit perovskite//oxide interfaces, where
properties, such as interface adhesion (see Eq. (3)), band

alignment, charge transfer and defect states are calculated
directly.90 Size effects can also play a crucial role, often very thin
layers of interface are used for models, which means that true bulk
alignments are not obtained. The presence of dipoles across the
system (a 2D slab in periodic DFT) can create artefacts—systems
should be carefully checked to ensure that no electric dipoles are
introduced by the asymmetry of the slab.

Bulk heterojunction and dye-sensitised solar cells. Bulk heterojunc-
tions are typically organic solar cells and have a fundamentally
different architecture to cells with inorganic absorber layers. In
BHJ cells the absorber layer is a blend of either small molecules or
polymers of p- and n-type. This blend results in a morphology
where there are interfaces between the p- and n-layers extended
throughout the absorber layer.
In BHJ cells the absorption of light form excitons (bound

electron–hole pair) in the absorber molecule. Excitons must be
split apart to extract current. The field across the cell is insufficient
for splitting an exciton, therefore a second molecule with a
different IP and EA is required.
In a BHJ cell there is typically a spacer layer between the BHJ

blend and the electrodes. These spacer layers and interfaces
perform a number of critical functions including, modulating the
offset between absorber and electrode, selectively blocking
minority carriers at the respective electrodes, and stabilising the
interface of absorber//electrode.91

How the bands align in BHJ solar cells between molecules is
generally relatively inexpensive to compute, as molecules are
treated rigorously without periodic boundary conditions and there
is an absolute reference potential level available. Therefore, offsets
for molecule types can be calculated in a high-throughput fashion
and optimal donor–acceptor pairs chosen.92 While these
approaches are useful for screening, accurate understanding of
interfaces in BHJs requires consideration of excited states, using,
for example, costly time-dependent DFT (TD-DFT) or many-body
perturbation methods. Effects introduced by structural disorder
are also crucial.93

The degree to which alignment at molecule//solid interfaces is
controlled by the levels of the constituent materials depends on
the strength of chemical bonding, which can be assessed via Eq.
(5). With weak bonding of physisorbed interfaces the alignment
can be predicted by vacuum level alignment.94 Strong bonding
(chemisorption) promotes charge transfers at the interface,
resulting in an additional dipole layer that shifts the vacuum
levels and affects the band alignment.95,96 This can further depend
on molecular orientation at the interface and the presence of
water layers.96 It was recently shown that there is a surprisingly
homogeneous band alignment between organic molecules and
metal oxides (often used as interlayers).97 This observation has
been explained and critically assessed by numerical models of the
organic//metal oxide interface.98

Computational methods have also been extensively applied to
understand the importance of surface modifications to band
alignments in BHJ solar cells. Polymers at a metal surface can be
used to reduce contact workfunctions and improve device
performance.99 A combination of spectroscopy and quantum
chemistry calculations was recently used to elucidate a set of
design rules for high VOC organic solar cells.99

In a dye-sensitised solar cell (DSSC), the excitons are formed in
organic light-absorbing molecules, adsorbed to a porous metal
oxide (typically TiO2). The carriers are generated by the dye then
immediately transferred to the oxide, the original charge state of
the dye is restored by charge transfer from an electrolyte solution
in contact with the dye. In DSSCs the interfaces between the dye
and the oxide and the dye and the electrolyte are of the utmost
importance and interfacial adsorption regulates the kinetics of
charge transfer. Thus, describing adsorption energies of the liquid
dye (or redox mediators) on substrates is important.
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Many of the modelling methods and concerns for DSSC are
related to those for BHJ solar cells. Notably, the interface between
dyes and oxides are very similar to an organic//interlayer interface
in a BHJ solar cell. Excitonic effects of electron–hole coupling can
be particularly important in DSSC interfaces. Notably, there has
been a great effort to build more efficient many-body perturba-
tion methods to accurately treat these systems.100

Interfaces in photocatalysts
Similar to BHJ and DSSC solar cells, photocatalysis relies on
semiconductors that generate electron–hole pairs due to photo-
excitation, which is then subsequently used to drive reduction
(using generated electrons) and oxidation (holes) reactions. A
common example of photocatalysis is water-splitting,101 where
the hydrogen evolution reaction (HER) and the oxygen evolution
reaction (OER) form the reduction and oxidation components.
Importantly, the CBM (VBM) of a candidate photocatalyst,
especially at the interface with the aqueous solution (or
electrolyte), has to be positioned above (below) the potential of
the HER (OER) reaction. Thus, the band gap of a PC semiconductor
must be at least 1.23 eV and must span the potentials for HER and
OER reactions. Analogous constraints can be extended to PC for
CO2 reduction that eventually yields to fuels, such as CH3OH,

101

and interfacial reactions in a fuel cell electrode with recombina-
tion of H2 and O2 to yield H2O.

31

As outlined in the section ‘Electron energies', several
approaches exist to calculate the band-edge positions within the
bulk semiconductor and liquid, the alignment of which is
important for a material to be able to split water.102 However,
evaluating the band-edge changes at the interface is more
challenging especially across a semiconductor-liquid due to band
bending (see the section ‘Electron energies'). Theoretically, the
extent of band bending can be directly evaluated via AIMD
simulations of a large supercell that contains both the semi-
conductor surface and the bulk liquid in contact with each
other.103 Nevertheless, such calculations are computationally
demanding.
Wu et al.104 devised a three-step procedure to capture

interfacial band bending that involved calculating bulk properties:
(i) the CBM Ecbulk

� �
referenced to the bulk Hartree potential (Hbulk)

of the semiconductor, (ii) the acceptor level of the liquid (Abulk)
with respect to its bulk Hartree potential (Hsol–bulk), and (iii) the
difference in the Hartree potentials at the semiconductor-liquid
interface (Hedge− Hsol–edge). While step (iii) can be completed with
AIMD simulations, steps (i) and (ii) are performed with suitable DFT
approximations104 or GW approaches105—GW describes the band
edges more accurately. Subsequently, the bending of the CBM at
the semiconductor surface Ecedge

� �
is related to Ecbulk

� �
via the

difference in the Hartree potentials of the interface and the bulk,
as Hbulk− Hedge. By performing an analogous estimate of band

bending (i.e., the acceptor level) within the liquid, the authors104

were able to accurately capture the band alignment of several
semiconductor–water interfaces. Although this approach was
further extended to a high-throughput search for photocatalysts,
it still suffers from poor predictions of band-edge positions.
Notably, the kinetic barriers to separate the generated

electron–hole pairs (reflected as overpotentials in experiments)
and thermodynamic losses (e.g., losses incurred in the external
circuit or other supporting components) typically lead to net
losses of ~0.5 V.52 To account for both band bending and kinetic
barriers, several computational searches of feasible photocatalysts
have involved screening of semiconductors with a band gap of
~2 eV, significantly higher than the thermodynamic 1.23 eV value,
which covers the OER and HER voltages.52,101,106,107 As an
example, Fig. 6 illustrates the results from a computational
screening of 3d-metal oxides as PC candidates, which identified
MnO and NiO as promising PCs.101

Experimental and computational studies, have strived to
improve PC (and in general, catalytic) processes by identifying,
and hopefully reducing, kinetic barriers (i.e., overpotentials) to a
given reaction. Often, such barriers exist because of (un)stable
adsorbed species on the catalyst surface and/or the poor kinetics
of charge transfer across the catalyst//adsorbate interface. For
example, nanocomposites of rutile- and anatase-TiO2 have shown
enhanced photo-activity than the corresponding bulk forms due
to better charge transfer.108 Thus, surface science, specifically the
process of adsorption/desorption of catalyst//electrolyte interface
plays a significant role in determining the overall rate and the
efficiency of a given reaction. In this context, several studies have
identified key aspects that influence kinetic barriers in general
catalytic reactions, such as the surface Fermi level,109 d-band
centre of metallic catalysts,4 lattice strain,110 hot electrons due to
plasmonic excitations,111 electronic properties of the adsorbate,112

and other descriptors that correlate with reaction kinetics.113

CHALLENGES AND OPPORTUNITIES
The fields of PV, PC and battery research have developed many
useful approaches to modelling interfaces that we have reviewed
in this work. As suggested by the qualitative overview in Fig. 7,
modelling approaches have been typically applied to a specific
application domain. For example, studies of interfaces (and
interphases) in the field of batteries and electrochemical systems
(blue area in Fig. 7) have predominantly focussed on thermo-
dynamic properties (e.g., electrochemical stability and surface
energies), while PV and PC applications have employed models to
accurately estimate electronic properties (e.g., band gaps and
band alignment, red area in Fig. 7). In the current scenario, as
highlighted by the dashed line in Fig. 7, the thermodynamic and
electronic regimes are separated by a fictitious “barrier” that
reduces the exchange of ideas between scientific communities.
Hence, we hope that our work, in conjunction with scientific
studies that follow, will lead to a universal theoretical under-
standing and design of interfaces, across all energy applications
(white area above the dashed line in Fig. 7).
Several examples exist where an exchange of concepts and

methodologies can be useful in improving the design of
interfaces. For example, the thermodynamic stability (see the
section ‘Mapping electrolyte decomposition of solid electrolytes')
of a solid//solid interface (or interphase) is explicitly examined
while designing an electrode//SE combination in batteries.
Nevertheless, theoretical (and experimental) studies of PV (e.g.,
CdTe/CdS-based devices114) and PC devices largely ignore such
thermodynamic contributions. Note that the precise nature of the
semiconductor interface that forms the space-charge region in a
PV (and PC) device can influence its overall efficiency. Similarly,
polarisation of interfaces (right panel of Fig. 2) is a recurring theme
in studies on PV and PC interfaces, utilising decades of knowledge

Fig. 6 Evaluation of the valence and conduction band-edge
positions (solid black lines) of various candidate 3d transition metal
oxides for PC applications, using a combination of DFT and G0W0
calculations. The dashed black lines for each oxide signifies its band
gap centre position, while the coloured dotted lines correspond to
various reduction/oxidation reactions, as indicated in the text
legend. Two sets of black lines for Fe2O3 correspond to two
different surface facets. Reproduced from ref. 101 with permission
from The Royal Society of Chemistry
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built upon engineering diodes and transistors, while battery
scientists have only recently begun explicitly including the impact
of polarisation on the overall electrochemical potential of
electrode//SE interfaces.115

Notably, the formalism of the computational hydrogen elec-
trode (see Eq. (7)) in photo/electrocatalytic interfaces31,32 can be
extended (i) to include solvent effects that are typically ignored116

at the light absorber//solid substrate interface in a DSSC, (ii) to
model the redox-mediator-interface in Li-air batteries, and (iii) to
study the (potential) decomposition of liquid electrolytes against
an electrode under an external potential in common battery
systems. The computational hydrogen electrode formalism,
specifically developed to calculate an accurate reference for μ
(H+)+ μ(e−) in an aqueous solution, can be further generalised to
calculate μ(Li+)+ μ(e−), μ(Na+)+ μ(e−), or μ(Mg2+)+ 2μ(e−), while
accounting for variations in the solvent environment by either
calculating or experimentally measuring the corresponding ion
solvation energies.
On a positive note, there are studies where concepts and

methods originally developed for PV (or PC) applications have
been successfully exchanged to the battery community (and vice-
versa). For example, the band alignment strategy (see the section
‘Electron energies') has been successfully applied to battery
systems, including the determination of stability windows of liquid
electrolytes,67 the study of electrolyte decomposition at the anode
electrode,69,70 and the elucidation of the charge transport and
tunnelling mechanisms in Li–O2 batteries.

117 Such instances shed
hope on eventually arriving at models that enable a universal
understanding and design of interfaces, covering all types of
energy applications (white region in Fig. 7).
Apart from the thermodynamic and ground-state electronic

properties, kinetic, excited-state electronic, and mechanical
properties of interfaces are also highly relevant in determining
the overall efficiency of energy devices and need to be precisely
determined. For example, ion transport across electrode//electro-
lyte interfaces (that determine the power density) in batteries,118

charge separation, transport, and excited-state dynamics across
the space-charge region (carrier density and short circuit current)
in PV,119–121 electron/hole transport at a photocatalyst//electrolyte
interface (overpotential)101 are crucial kinetic and excited-state
properties that need to be described accurately.
Similarly, the mechanical properties of interfaces, including

epitaxial strain and elastic or plastic deformation in solid//solid
interfaces and the extent of wetting in solid//liquid interfaces, can
influence device efficiencies as well. Reviewing kinetic and
mechanical properties that are typically computed using ab initio
methods is beyond the scope of this work, and we refer the reader
to relevant literature on these topics.110,122,123 Also, we note that
the contribution of defects at an interface (e.g., space-charge
region), requires more detailed investigations that add to a few
recent studies.63,81,124

Nano-scale interface effects are increasingly becoming techno-
logically important. In quantum dot solar cells (PV) and PC,
nanoparticles are of particular interest. Nano-sized materials
present a new set of modelling challenges, as quantum
confinement can affect electronic and structural properties. Often
it is necessary to simulate the entire nano-sized object for accurate
results. Efficient DFT methods and multi-scale approaches show
promise for accurate calculations of these important effects.125

Detailed review of this field is beyond our remit here, but there is
extensive literature on this topic.126,127

In general, caution is warranted as the selection of computa-
tional parameters, in particular the treatment of the exchange and
correlation functional in DFT, can provide significantly different
results while simulating interfaces. The overall accuracy and
predicting capabilities of GGA, GGA+ U and hybrid functionals do
benefit from significant error cancellation. Therefore, the devel-
opment of strategies, in the spirit of the Bayesian error estimation
functional by Wellendorff et al.,128 represents a pathway to
improve the reliability of predicted results.
For modelling practical interfaces, there is the pressing need to

develop the ability to simulate “large” scale models of interfaces
that can also simulate “long” range behaviour with high accuracy.
In this regard the development of efficient linear-scaling DFT and
GPU accelerated approaches are going to be important for future
studies.129,130 Another approach to tackling large systems is to use
multi-scale models, where first-principles calculations are used to
parameterise larger scale simulations (e.g., interatomic potentials,
mesoscale, continuum modelling and phase-field).131 Although,
effort is required in estimating the propagation of uncertainties
across space-time scales in multi-scale models.
Materials informatics is quickly changing the face of modelling

studies, signified by the growth in material-property data-
bases132,133 and machine-learning driven studies.74,134 For bulk
systems, reliable descriptors of crystal structures are now available
to represent the structures and the corresponding calculated (or
measured) properties in a suitable form for machine-learning
models, which can subsequently be used to predict properties of
novel materials. Particularly, descriptors that can accurately
predict macroscopic interfacial properties, such as the extent of
band bending at interfaces, will be extremely useful.135

However, such descriptors are lacking for interfacial systems,
which is probably justified by the limited number (if any) of freely
available datasets of interface structures and properties. Hence, it
is desirable to create databases that can compare heterogenous
interfaces of thousands of materials, where calculations are
performed in a high-throughput64,75,132,133,136 fashion with a
systematic calibration of the computational parameters. Thus, a
community effort is required to develop resources to take
advantage of the “fourth paradigm” of scientific research137 for
modelling interfaces.

Fig. 7 Qualitative overview of the interfacial properties either
computed or measured by scientists working in materials design for
battery, photovoltaic and photocatalytic applications. The dashed
line is an indicator of the current scenario where thermodynamic
properties (e.g., surface energies, chemical potentials/voltages and
electrochemical stabilities) are engineered for battery materials
(blue area), while electronic properties (e.g., band gaps, band
alignments and Fermi level) are the primary focus in the develop-
ment of photovoltaic and photocatalytic devices (red area). These
two seemingly distinct realms are separated by a “barrier” that
mitigates the exchange of ideas between scientific communities.
The white area above the dashed line identifies the ideal situation
where a universal theoretical understanding of interfaces is
identified
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CONCLUSIONS
We have reviewed the state-of-the-art in materials modelling of
interfaces in battery, PV and PC technologies. We started by
providing an overview of the “pencil-and-paper” theory behind
the properties that can be calculated from electronic structure
simulations. Subsequently, we focussed on the applications of
these concepts in calculating the material properties for practical
energy applications. Over the course of reviewing the various
theoretical approaches, we find that all the aforementioned
energy fields have developed a range of unique techniques for
calculating different properties, many of which can be extremely
useful for allied energy applications—we have outlined a few of
these prospects. Finally, we identify some common challenges in
modelling interfaces across energy disciplines, where progress will
be crucial for the continued success of computational materials
science in understanding, designing and improving interfaces. It is
our hope that this review will help to encourage the cross-
fertilisation of ideas across a range of modelling communities to
the general benefit of computational materials design.

ACKNOWLEDGEMENTS
K.T.B. acknowledges the support of STFC and UKRI. P.C. is funded from the Singapore
Ministry of Education Academic Fund Tier 1 (R-284-000-186-133).

AUTHOR CONTRIBUTIONS
P.C. and K.T.B. conceived the manuscript and wrote the sections on batteries and
solar cells respectively. G.S.G. wrote the section on photocatalysis. All authors
contributed to the theory and discussion sections.

ADDITIONAL INFORMATION
Competing interests: The authors declare no competing interests.

Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

REFERENCES
1. Kroemer, H. Nobel Lecture: quasielectric fields and band offsets: teaching

electrons new tricks. Rev. Mod. Phys. 73, 783–793 (2001).
2. Schroder, D. K. & Meier, D. L. Solar cell contact resistance—a review. IEEE Trans.

Electron Devices 31, 637–647 (1984).
3. Logadottir, A. et al. The Brønsted-Evans-Polanyi relation and the volcano plot for

ammonia synthesis over transition metal catalysts. J. Catal. 197, 229–231 (2001).
4. Hammer, B. & Nørskov, J. in Impact of Surface Science on Catalysis, Vol. 45,

71–129 (Academic Press, San Diego, CA, USA, 2000).
5. Urban, A., Seo, D.-H. & Ceder, G. Computational understanding of Li-ion bat-

teries. npj Comput. Mater. 2 16002 (2016).
6. Perdew, J. P., Burke, K. & Ernzerhof, M. Generalized gradient approximation

made simple. Phys. Rev. Lett. 77, 3865–3868 (1996).
7. Anisimov, V. I., Zaanen, J. & Andersen, O. K. Band theory and Mott insulators:

Hubbard U instead of Stoner. I. Phys. Rev. B 44, 943–954 (1991).
8. Mori-Sánchez, P., Cohen, A. J. & Yang, W. Localization and delocalization errors in

density functional theory and implications for band-gap prediction. Phys. Rev.
Lett. 100, 146401 (2008).

9. Freysoldt, C. et al. First-principles calculations for point defects in solids. Rev.
Mod. Phys. 86, 253–305 (2014).

10. Corà, F. et al. in Structure and Bonding, 171–232 (Springer Berlin Heidelberg,
2004).

11. Heyd, J., Peralta, J. E., Scuseria, G. E. & Martin, R. L. Energy band gaps and lattice
parameters evaluated with the Heyd-Scuseria-Ernzerhof screened hybrid func-
tional. J. Chem. Phys. 123, 174101 (2005).

12. Hybertsen, M. S. & Louie, S. G. Electron correlation in semiconductors and
insulators: band gaps and quasiparticle energies. Phys. Rev. B 34, 5390–5413
(1986).

13. Dion, M., Rydberg, H., Schröder, E., Langreth, D. C. & Lundqvist, B. I. Van der
Waals density functional for general geometries. Phys. Rev. Lett. 92, 246401
(2004).

14. Grimme, S., Antony, J., Ehrlich, S. & Krieg, H. A consistent and accurate ab initio
parametrization of density functional dispersion correction (DFT-D) for the 94
elements H-Pu. J. Chem. Phys. 132, 154104 (2010).

15. Richard, M. M. Electronic Structure: Basic Theory and Practical Methods, Vol. 52
(Cambridge University Press, Cambridge, UK, 2011).

16. Reuter, K. & Scheffler, M. Composition, structure, and stability of RuO2 (110) as a
function of oxygen pressure. Phys. Rev. B 65, 035406 (2001).

17. Canepa, P. et al. Particle morphology and lithium segregation to surfaces of the
Li7La3Zr2O12 solid electrolyte. Chem. Mater. 30, 3019–3027 (2018).

18. Sun, W. & Ceder, G. Efficient creation and convergence of surface slabs. Surf. Sci.
617, 53–59 (2013).

19. Moll, N., Kley, A., Pehlke, E. & Scheffler, M. GaAs equilibrium crystal shape from
first principles. Phys. Rev. B 54, 8844–8855 (1996).

20. Tasker, P. W. The stability of ionic crystal surfaces. J. Phys. C: Solid State Phys. 12,
4977–4984 (1979).

21. Sai Gautam, G., Senftle, T. P. & Carter, E. A. Understanding the effects of Cd and
Ag doping in Cu2ZnSnS4 solar cells. Chem. Mater. 30, 4543–4555 (2018).

22. Barnard, A. S. & Curtiss, L. A. Prediction of TiO2 nanoparticle phase and shape
transitions controlled by surface chemistry. Nano. Lett. 5, 1261–1266 (2005).

23. Harding, J. H. et al. Computational techniques at the organic—Inorganic inter-
face in biomineralization. Chem. Rev. 108, 4823–4854 (2008).

24. Marmier, A. & Parker, S. C. Ab initio morphology and surface thermodynamics of
α-Al2O3. Phys. Rev. B 69, 115409 (2004).

25. Wang, L., Zhou, F., Meng, Y. S. & Ceder, G. First-principles study of surface
properties of LiFePO4: surface energy, structure, Wulff shape, and surface redox
potential. Phys. Rev. B 76, 165435 (2007).

26. Tran, R. et al. Data descriptor: surface energies of elemental crystals. Sci. Data 3,
160080 (2016).

27. Van De Walle, C. G. & Martin, R. M. Theoretical study of band offsets at semi-
conductor interfaces. Phys. Rev. B 35, 8154–8165 (1987).

28. Finnis, M. W. The theory of metal-ceramic interfaces. J. Phys. Condens. Matter 8,
5811–5836 (1996).

29. Canepa, P. et al. Understanding the initial stages of reversible Mg deposition
and stripping in inorganic nonaqueous electrolytes. Chem. Mater. 27, 3317–3325
(2015).

30. Sai Gautam, G., Canepa, P., Richards, W. D., Malik, R. & Ceder, G. Role of structural
H2O in intercalation electrodes: the case of Mg in nanocrystalline xerogel-V2O5.
Nano. Lett. 16, 2426–2431 (2016).

31. Nørskov, J. K. et al. Origin of the overpotential for oxygen reduction at a fuel-cell
cathode. J. Phys. Chem. B 108, 17886–17892 (2004).

32. Peterson, A. A., Abild-Pedersen, F., Studt, F., Rossmeisl, J. & Nørskov, J. K. How
copper catalyzes the electroreduction of carbon dioxide into hydrocarbon fuels.
Energy & Environ. Sci. 3, 1311 (2010).

33. Walsh, A. & Butler, K. T. Prediction of electron energies in metal oxides. Acc.
Chem. Res. 47, 364–372 (2014).

34. Peressi, M., Binggeli, N. & Baldereschi, A. Band engineering at interfaces: theory
and numerical experiments. J. Phys. D. Appl. Phys. 31, 1273–1299 (1998).

35. Bredas, J.-L. Mind the gap! Mater. Horiz. 1, 17–19 (2014).
36. Franciosi, A. Heterojunction band offset engineering. Surf. Sci. Rep. 25, 1–140

(1996).
37. Klein, A. Energy band alignment at interfaces of semiconducting oxides: a

review of experimental determination using photoelectron spectroscopy and
comparison with theoretical predictions by the electron affinity rule, charge
neutrality levels, and the common anion. Thin. Solid. Films. 520, 3721–3728
(2012).

38. Robertson, J. Band offsets, Schottky barrier heights, and their effects on elec-
tronic devices. J. Vac. Sci. & Technol. A: Vac., Surf., Films 31, 050821 (2013).

39. Tung, R. T. & Kronik, L. Band offset formation at semiconductor heterojunctions
through density-based minimization of interface energy. Phys. Rev. B 94, 075310
(2016).

40. Kumagai, Y., Butler, K. T., Walsh, A. & Oba, F. Theory of ionization potentials of
nonmetallic solids. Phys. Rev. B 95, 125309 (2017).

41. Van De Walle, C. G. Band lineups and deformation potentials in the model-solid
theory. Phys. Rev. B 39, 1871–1883 (1989).

42. Van De Walle, C. G. Universal alignment of hydrogen levels in semiconductors
and insulators. Phys. B 376-377, 1–6 (2006).

43. Anderson, R. L. Germanium-gallium arsenide heterojunctions. IBM J. Res. Dev. 4,
283–287 (1960).

44. Wager, J. Transparent electronics: Schottky barrier and heterojunction con-
siderations. Thin. Solid. Films. 516, 1755–1764 (2008).

45. Mönch, W. Barrier heights of real Schottky contacts explained by metal-induced
gap states and lateral inhomogeneities. J. Vac. Sci. & Technol. B: Microelectron.
Nanometer Struct. Process., Meas., Phenom. 17, 1867 (1999).

K.T. Butler et al.

10

npj Computational Materials (2019)    19 Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences



46. Yin, W.-J., Gong, X.-G. & Wei, S.-H. Origin of the unusually large band-gap
bowing and the breakdown of the band-edge distribution rule in the SnxGe1−x

alloys. Phys. Rev. B 78, 161203 (2008).
47. Peng, H. et al. Convergence of density and hybrid functional defect calculations

for compound semiconductors. Phys. Rev. B 88, 115201 (2013).
48. Singh-Miller, N. E. & Marzari, N. Surface energies, work functions, and surface

relaxations of low-index metallic surfaces from first principles. Phys. Rev. B -
Condens. Matter Mater. Phys. 80, 235407 (2009).

49. Pashley, M. D. Electron counting model and its application to island structures
on molecular-beam epitaxy grown GaAs(001) and ZnSe(001). Phys. Rev. B 40,
10481–10487 (1989).

50. Tersoff, J. Schottky barriers and semiconductor band structures. Phys. Rev. B 32,
6968–6971 (1985).

51. Toroker, M. C. et al. First principles scheme to evaluate band edge positions in
potential transition metal oxide photocatalysts and photoelectrodes. Phys.
Chem. Chem. Phys. 13, 16644–16654 (2011).

52. Alidoust, N., Toroker, M. C., Keith, J. A. & Carter, E. A. Significant reduction in NiO
band gap upon formation of LixNi1−xO alloys: applications to solar energy
conversion. ChemSusChem 7, 195–201 (2014).

53. Kanan, D. K. & Carter, E. A. Band gap engineering of MnO via ZnO alloying: a
potential new visible-light photocatalyst. J. Phys. Chem. C. 116, 9876–9887
(2012).

54. Wei, S. H. & Zunger, A. Calculated natural band offsets of all II–VI and III–V
semiconductors: Chemical trends and the role of cation d orbitals. Appl. Phys.
Lett. 72, 2011–2013 (1998).

55. Chen, S., Gong, X. G. & Wei, S. H. Band-structure anomalies of the chalcopyrite
semiconductors CuGaX2 versus AgGaX2 (X=S and Se) and their alloys. Phys. Rev.
B 75, 205209 (2007).

56. Butler, K. T., Frost, J. M. & Walsh, A. Band alignment of the hybrid halide per-
ovskites CH3NH3PbCl3, CH3NH3PbBr3 and CH3NH3PbI3. Mater. Horiz. 2, 228–231
(2015).

57. Butler, K. T., Buckeridge, J., Catlow, C. R. A. & Walsh, A. Crystal electron binding
energy and surface work function control of tin dioxide. Phys. Rev. B 89, 115320
(2014).

58. Giordano, L., Cinquini, F. & Pacchioni, G. Tuning the surface metal work function
by deposition of ultrathin oxide films: density functional calculations. Phys. Rev.
B 73, 045414 (2006).

59. Rhoderick, E. H. Metal-semiconductor contacts. IEE Proc. I - Solid-State Electron
Devices 129, 1–14 (1982).

60. Osterloh, F. E. Inorganic materials as catalysts for photochemical splitting of
water. Chem. Mater. 20, 35–54 (2008).

61. Aydinol, M. K., Kohan, A. F., Ceder, G., Cho, K. & Joannopoulos, J. Ab initio study
of lithium intercalation in metal oxides and metal dichalcogenides. Phys. Rev. B
56, 1354–1365 (1997).

62. Dalverny, A.-L., Filhol, J.-S. & Doublet, M.-L. Interface electrochemistry in con-
version materials for Li-ion batteries. J. Mater. Chem. 21, 10134 (2011).

63. Haruyama, J., Sodeyama, K., Han, L., Takada, K. & Tateyama, Y. Space-charge
layer effect at interface between oxide cathode and sulfide electrolyte in all-
solid-state lithium-ion battery. Chem. Mater. 26, 4248–4255 (2014).

64. Zhu, Y., He, X. & Mo, Y. Origin of outstanding stability in the lithium solid
electrolyte materials: Insights from thermodynamic analyses based on first-
principles calculations. ACS Appl. Mater. Interfaces 7, 23685–23693 (2015).

65. Richards, W. D., Miara, L. J., Wang, Y., Kim, J. C. & Ceder, G. Interface stability in
solid-state batteries. Chem. Mater. 28, 266–273 (2016).

66. Hannah, D. C., Sai Gautam, G., Canepa, P. & Ceder, G. On the balance of inter-
calation and conversion reactions in battery cathodes. Adv. Energy Mater. 8,
1800379 (2018).

67. Ong, S. P., Andreussi, O., Wu, Y., Marzari, N. & Ceder, G. Electrochemical windows
of room-temperature ionic liquids from molecular dynamics and density func-
tional theory calculations. Chem. Mater. 23, 2979–2986 (2011).

68. Aurbach, D. The study of electrolyte solutions based on ethylene and diethyl
carbonates for rechargeable Li batteries. J. Electrochem. Soc. 142, 2882 (1995).

69. Leung, K. Electronic structure modeling of electrochemical reactions at elec-
trode/electrolyte interfaces in lithium ion batteries. J. Phys. Chem. C. 117,
1539–1547 (2013).

70. Suo, L. et al. How solid-electrolyte interphase forms in aqueous electrolytes. J.
Am. Chem. Soc. 139, 18670–18680 (2017).

71. Filhol, J.-S. & Neurock, M. Elucidation of the electrochemical activation of water
over Pd by first principles. Angew. Chem. Int. Ed. 45, 402–406 (2006).

72. Pinto, L. M. C., Spohr, E., Quaino, P., Santos, E. & Schmickler, W. Why silver
deposition is so fast: Solving the enigma of metal deposition. Angew. Chem. Int.
Ed. 52, 7883–7885 (2013).

73. Chen, C. et al. Accurate force field for molybdenum by machine learning large
materials data. Phys. Rev. Mater. 1, 043603 (2017).

74. Butler, K. T., Davies, D. W., Cartwright, H., Isayev, O. & Walsh, A. Machine learning
for molecular and materials science. Nature 559, 547–555 (2018).

75. Aykol, M. et al. High-throughput computational design of cathode coatings for
Li-ion batteries. Nat. Commun. 7, 13779 (2016).

76. Wenzel, S. et al. Direct observation of the interfacial instability of the fast ionic
conductor Li10GeP2S12 at the lithium metal anode. Chem. Mater. 28, 2400–2407
(2016).

77. Han, F., Zhu, Y., He, X., Mo, Y. & Wang, C. Electrochemical stability of Li10GeP2S12
and Li7La3Zr2O12 solid electrolytes. Adv. Energy Mater. 6, 1501590 (2016).

78. Smith, A. J., Burns, J. C., Zhao, X., Xiong, D. & Dahn, J. R. A high precision
coulometry study of the sei growth in li/graphite cells. J. Electrochem. Soc. 158,
A447–A452 (2011).

79. Tang, H. et al. Probing solid-solid interfacial reactions in all-solid-state sodium-
ion batteries with first-principles calculations. Chem. Mater. 30, 163–173 (2018).

80. Luntz, A. C., Voss, J. & Reuter, K. Interfacial challenges in solid-state Li ion bat-
teries. J. Phys. Chem. Lett. 6, 4599–4604 (2015).

81. Stegmaier, S., Voss, J., Reuter, K. & Luntz, A. C. Li+ defects in a solid-state Li ion
battery: theoretical insights with a Li3OCl electrolyte. Chem. Mater. 29,
4330–4340 (2017).

82. Song, T., Kanevce, A. & Sites, J. R. Emitter/absorber interface of CdTe solar cells. J.
Appl. Phys. 119, 233104 (2016).

83. Sinai, O. et al. Multiscale approach to the electronic structure of doped semi-
conductor surfaces. Phys. Rev. B 91, 075311 (2015).

84. Whittles, T. J. et al. Core levels, band alignments, and valence-band states in
CuSbS2 for solar cell applications. ACS Appl. Mater. Interfaces 9, 41916–41926
(2017).

85. Burton, L. A., Kumagai, Y., Walsh, A. & Oba, F. DFT investigation into the
underperformance of sulfide materials in photovoltaic applications. J. Mater.
Chem. A 5, 9132–9140 (2017).

86. Klein, A. Energy band alignment in chalcogenide thin film solar cells from
photoelectron spectroscopy. J. Phys. Condens. Matter 27, 134201 (2015).

87. J Jackson, A., M Ganose, A., Regoutz, A., G Egdell, R. & O Scanlon, D. Galore:
broadening and weighting for simulation of photoelectron spectroscopy. J.
Open Source Softw. 3, 773 (2018).

88. Stevanović, V. et al. Variations of ionization potential and electron affinity as a
function of surface orientation: the case of orthorhombic sns. Appl. Phys. Lett.
104, 211603 (2014).

89. Butler, K. T., Vullum, P. E., Muggerud, A. M., Cabrera, E. & Harding, J. H. Structural
and electronic properties of silver/silicon interfaces and implications for solar
cell performance. Phys. Rev. B 83, 235307 (2011).

90. Lindblad, R. et al. Electronic structure of TiO2/CH3NH3PbI3 perovskite solar cell
interfaces. J. Phys. Chem. Lett. 5, 648–653 (2014).

91. Steim, R., Kogler, F. R. & Brabec, C. J. Interface materials for organic solar cells. J.
Mater. Chem. 20, 2499–2512 (2010).

92. Hachmann, J. et al. The harvard clean energy project: large-scale computational
screening and design of organic photovoltaics on the world community grid. J.
Phys. Chem. Lett. 2, 2241–2251 (2011).

93. Niedzialek, D. et al. First principles calculations of charge transfer excitations in
polymer-fullerene complexes: influence of excess energy. Adv. Funct. Mater. 25,
1972–1984 (2015).

94. Koch, N. Energy levels at interfaces between metals and conjugated organic
molecules. J. Phys. Condens. Matter 20, 184008 (2008).

95. Braun, S., Salaneck, W. R. & Fahlman, M. Energy-level alignment at organic/metal
and organic/organic interfaces. Adv. Mater. 21, 1450–1472 (2009).

96. Butler, K. T. et al. Band energy control of molybdenum oxide by surface
hydration. Appl. Phys. Lett. 107, 231605 (2015).

97. Greiner, M. T. et al. Universal energy-level alignment of molecules on metal
oxides. Nat. Mater. 11, 76–81 (2012).

98. Ley, L., Smets, Y., Pakes, C. I. & Ristein, J. Calculating the universal energy-level
alignment of organic molecules on metal oxides. Adv. Funct. Mater. 23, 794–805
(2013).

99. Zhou, Y. et al. A universal method to produce low-work function electrodes for
organic electronics. Science 336, 327–332 (2012).

100. Marsili, M., Mosconi, E., De Angelis, F. & Umari, P. Large scale GW-BSE calcula-
tions with N3 scaling: excitonic effects in dye sensitised solar cells. Phys. Rev. B
95, 075415 (2016).

101. Liao, P. & Carter, E. A. New concepts and modeling strategies to design and
evaluate photo-electro-catalysts based on transition metal oxides. Chem. Soc.
Rev. 42, 2401–2422 (2013).

102. Grätzel, M. Photoelectrochemical cells. Nature 414, 338–344 (2001).
103. Cheng, J. & Sprik, M. Aligning electronic energy levels at the TiO2/H2O interface.

Phys. Rev. B 82, 081406 (2010).
104. Wu, Y., Chan, M. K. Y. & Ceder, G. Prediction of semiconductor band edge

positions in aqueous environments from first principles. Phys. Rev. B 83, 235301
(2011).

K.T. Butler et al.

11

Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences npj Computational Materials (2019)    19 



105. Kharche, N., Muckerman, J. T. & Hybertsen, M. S. First-principles approach to
calculating energy level alignment at aqueous semiconductor interfaces. Phys.
Rev. Lett. 113, 176802 (2014).

106. Kudo, A. & Miseki, Y. Heterogeneous photocatalyst materials for water splitting.
Chem. Soc. Rev. 38, 253–278 (2009).

107. Wu, Y., Lazic, P., Hautier, G., Persson, K. & Ceder, G. First principles high
throughput screening of oxynitrides for water-splitting photocatalysts. Energy
Environ. Sci. 6, 157–168 (2013).

108. Li, G. & Gray, K. A. The solid–solid interface: explaining the high and unique
photocatalytic reactivity of TiO2-based nanocomposite materials. Chem. Phys.
339, 173–187 (2007).

109. Kibria, M. et al. Tuning the surface fermi level on p-type gallium nitride nano-
wires for efficient overall water splitting. Nat. Commun. 5, 3825 (2014).

110. Mavrikakis, M., Hammer, B. & Nørskov, J. K. Effect of strain on the reactivity of
metal surfaces. Phys. Rev. Lett. 81, 2819–2822 (1998).

111. Martirez, J. M. P. & Carter, E. A. Prediction of a low-temperature N2 dissociation
catalyst exploiting near-IR-to-visible light nanoplasmonics. Sci. Adv. 3, eaao4710
(2017).

112. Hammer, B. & Nørskov, J. Why gold is the noblest of all the metals. Nature 376,
238–240 (1995).

113. Nørskov, J. K., Bligaard, T., Rossmeisl, J. & Christensen, C. Towards the compu-
tational design of solid catalysts. Nat. Chem. 1, 37–46 (2009).

114. Williams, B. et al. Challenges and prospects for developing CdS/CdTe substrate
solar cells on Mo foils. Sol. Energy Mater. Sol. Cells 124, 31–38 (2014).

115. Sata, N., Eberman, K., Eberl, K. & Maier, J. Mesoscopic fast ion conduction in
nanometre-scale planar heterostructures. Nature 408, 946–949 (2000).

116. Anselmi, C., Mosconi, E., Pastore, M., Ronca, E. & Angelis, F. D. Adsorption of
organic dyes on TiO2 surfaces in dye-sensitized solar cells: interplay of theory
and experiment. Phys. Chem. Chem. Phys. 14, 15963 (2012).

117. Luntz, A. C. et al. Tunneling and polaron charge transport through Li2O2 in Li-O2

batteries. J. Phys. Chem. Lett. 4, 3494–3499 (2013).
118. Yu, C. et al. Accessing the bottleneck in all-solid state batteries, lithium-ion

transport over the solid-electrolyte-electrode interface. Nat. Commun. 8, 1086
(2017).

119. Frost, J. M. et al. Atomistic origins of high-performance in hybrid halide per-
ovskite solar cells. Nano. Lett. 14, 2584–2590 (2014).

120. Long, R., Fang, W.-H. & Prezhdo, O. V. Strong interaction at the perovskite/TiO2

interface facilitates ultrafast photoinduced charge separation: a nonadiabatic
molecular dynamics study. J. Phys. Chem. C. 121, 3797–3806 (2017).

121. Neufeld, O. & Toroker, M. C. Can we judge an oxide by its cover? The case of
platinum over α-Fe2O3 from first principles. Phys. Chem. Chem. Phys. 17,
24129–24137 (2015).

122. Lepley, N. D. & Holzwarth, N. A. W. Modeling interfaces between solids: appli-
cation to Li battery materials. Phys. Rev. B 92, 214201 (2015).

123. Sai Gautam, G., Senftle, T. P., Alidoust, N. & Carter, E. A. Novel solar cell materials:
insights from first-principles. J. Phys. Chem. C. 122, 27107–27126 (2018).

124. Canepa, P., Sai Gautam, G., Broberg, D., Bo, S.-H. & Ceder, G. Role of point defects
in spinel Mg chalcogenide conductors. Chem. Mater. 29, 9657–9667 (2017).

125. Nakano, A. et al. A divide-and-conquer/cellular-decomposition framework for
million-to-billion atom simulations of chemical reactions. Comp. Mater. Sci. 38,
642–652 (2007).

126. Nagli, M. & Toroker, M. C. Communication: nickel hydroxide as an exceptional
deviation from the quantum size effect. J. Chem. Phys. 149, 141103 (2018).

127. Alon, H. et al. Effect of internal heteroatoms on level alignment at metal/
molecular monolayer/Si interfaces. J. Phys. Chem. C. 122, 3312–3325 (2018).

128. Wellendorff, J. et al. Density functionals for surface science: exchange-
correlation model development with Bayesian error estimation. Phys. Rev. B
85, 235149 (2012).

129. Dovesi, R. et al. Quantum-mechanical condensed matter simulations with
crystal. WIREs Comput. Mol. Sci. 8, e1360 (2018).

130. Witt, W. C., del Rio, B. G., Dieterich, J. M. & Carter, E. A. Orbital-free density
functional theory for materials research. J. Mater. Res. 33, 777–795 (2018).

131. Chernatynskiy, A., Phillpot, S. R. & LeSar, R. Uncertainty quantification in multi-
scale simulation of materials: a prospective. Annu. Rev. Mater. Res. 43, 157–182
(2013).

132. Jain, A. et al. Commentary: The materials project: a materials genome approach
to accelerating materials innovation. APL Mater. 1, 011002 (2013).

133. Kirklin, S. et al. The open quantum materials database (OQMD): Assessing the
accuracy of DFT formation energies. npj Comput. Mater. 1, 15010 (2015).

134. Ward, L., Agrawal, A., Choudhary, A. & Wolverton, C. A general-purpose machine
learning framework for predicting properties of inorganic materials. npj Comput.
Mater. 2, 16028 (2016).

135. Isayev, O. et al. Universal fragment descriptors for predicting properties of
inorganic crystals. Nat. Commun. 8, 15679 (2017).

136. Neufeld, O. & Toroker, M. C. Novel high-throughput screening approach for
functional metal/oxide interfaces. J. Chem. Theory Comput. 12, 1572–1582
(2016).

137. Hey, T., Tansley, S. & Tolle, K. The Fourth Paradigm: Data-Intensive Scientific
Discovery (Microsoft Research, Redmond, WA, USA, 2009).

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,

adaptation, distribution and reproduction in anymedium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this license, visit http://creativecommons.
org/licenses/by/4.0/.

© Crown 2019

K.T. Butler et al.

12

npj Computational Materials (2019)    19 Published in partnership with the Shanghai Institute of Ceramics of the Chinese Academy of Sciences

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Designing interfaces in energy materials applications with first-principles calculations
	Introduction
	Theory
	Thermodynamic properties
	Electron energies

	Energy applications
	Interfaces in batteries
	First-principles calculations of electrode//liquid electrolytes
	Mapping electrolyte decomposition of solid electrolytes
	Polarisation of interfaces

	Interfaces in photovoltaics
	Interface effects on photovoltaic efficiency
	p&#x02013;n and p&#x02013;i&#x02013;n solar cells
	Bulk heterojunction and dye-sensitised solar cells

	Interfaces in photocatalysts

	Challenges and opportunities
	Conclusions
	Acknowledgements
	Author contributions
	Competing interests
	ACKNOWLEDGMENTS




